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Abstract

The computation of analytics in a federated environment plays an increasingly
important role in data science and machine learning. We consider the differen-
tially private computation of the quantiles of a distribution of values stored on
a population of clients. We present two quantile estimation algorithms based
on the distributed discrete Gaussian mechanism that are compatible with secure
aggregation. Based on a privacy-utility analysis and numerical experiments, we
delineate the regime under which each one is superior. We find that the algorithm
with suboptimal asymptotic performance works the best on moderate problem sizes
typical in federated learning with client sampling. We apply these algorithms to
augment distributionally robust federated learning with differential privacy.

1 Introduction

Federated analytics consists of a number of client devices, such as smartphones, collaboratively
computing population statistics under the orchestration of a central server [19, 17]. A key component
of this paradigm is the preservation of clients’ privacy: any deployed algorithms must ensure that no
client data is leaked through the released statistics via rigorous differential privacy guarantees [7, 8].

In the federated setting, the recent paradigm of distributed differential privacy has been growing in
popularity [16]. It allows one to simulate the effect of a trusted central aggregator without actually
trusting the orchestrating server, via the use of cryptographic secure aggregation protocols [2].
Practical implementations of such algorithms are based on cryptographic techniques such as secure
multiparty computation [10], which add two key limitations. First, they require interactions with
the server to be limited to sums of per-client vectors. Second, they require each component of the
per-client vectors to be discretized to the ring ZM of integers modulo M .

In this work, we are interested in the problem of federated quantile computation of a per-client
scalar. Besides being fundamental to robust statistics, quantiles are central to adaptive clipping in
federated averaging [1] and to distributionally robust versions of federated learning [18]. Prevailing
approaches to differentially private quantile computation [24, 26, 13] typically require operations such
as sorting or dynamic programming. It is unclear how to extend these approaches to satisfy distributed
differential privacy, particularly, limiting communication with the server to sums of per-client vectors.

We study a simple alternative based on classical techniques from cumulative distribution estimation
that are compatible with distributed differential privacy. We quantize the per-client scalars into a
per-client histogram, which we then aggregate with a simplified variant of the distributed discrete
Gaussian mechanism [16]. We show that the quantile error to obtain an (ε, δ)-differentially private
quantile estimate of n scalars with a histogram of b bins scales as

√
b/(εn) ignoring log factors.
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Figure 1: Illustration of our differentially private algorithm for the computation of a quantile using
(flat) histograms.

Flat histograms are known to be suboptimal for cumulative distribution estimation; an approach known
as the hierarchical histogram method or tree aggregation attains a better asymptotic dependence on
the number of bins [15, 9, 5, 25, 6]. We show that the hierarchical histogram method with distributed
differential privacy can attain a quantile error of log2 b/(εn).

While the hierarchical method attains a better asymptotic dependence on the number b of bins, the
flat method achieves a smaller error for moderate b, as might be typical in a federated learning setting
due to client sampling [17]. We corroborate this observation with synthetic numerical experiments in
quantile estimation and distributionally robust federated learning.

2 Setting and Algorithms

Suppose we have n clients, with each client i hosting a bounded scalar ℓi ∈ [0, B], i ∈ {1, · · · , n}
for a fixed B > 0. We wish to estimate the p-quantile of the empirical distribution of ℓi’s, defined as

qp := min

{
t :

∑n
i=1 I(ℓi ≤ t)

n
≤ p

}
.

Distributed differential privacy simulates a trusted central aggregator by using a secure summation
oracle [2], which enables the computation of summations

∑n
i=1 vi where vi ∈ Rd is a privacy-

sensitive vector residing with client i without revealing any further information to a privacy adversary.
Practical implementations of such algorithms are based on cryptographic techniques such as secure
multiparty computation [10], which requires each component of the vectors vi to be discretized to the
ring ZM of integers modulo M .

Quantiles from Flat Histograms. We start with by estimating the quantile from a flat histogram, as
illustrated in Figure 1. Each client i first computes a local histogram xi ∈ {0, 1}b on [0, B] with b
bins and given edges 0 ≤ l0 < l1 < · · · < lb = B. Each client then adds random discrete Gaussian
with noise ξi ∼ NZ(0, σ

2Ib) and scale parameter σ2, that is a random variable ξ over Z satisfying

P(ξ = i) = C exp

(
− (i− µ)2

2σ2

)
for all i ∈ Z ,

where C is an appropriate normalizing constant. We finally sum them up using a secure summation
oracle. At the end of all these steps, the server has a histogram ĥ ∈ Rb which approximates the
true histogram h =

∑n
i=1 xi of per-client scalars. The cumulative distribution F̂j = (ĥ1 + · · · +

ĥj)/(ĥ1+· · ·+ĥb) induced by the approximate histogram ĥ estimates the true cumulative distribution
Fj = (1/n)

∑n
i=1 I(ℓi ≤ lj). Since it may fail to be monotonic, we estimate the quantile using a bin

edge lj such that the estimated cumulative mass F̂j is as close to p as possible:

Qp(F̂ ) := lj∗p(F̂ ) where j∗p(F̂ ) = argmin
j∈[b]

∣∣F̂j − p
∣∣ . (1)

The full algorithm is given in Algorithm 1. We also consider a variant of the algorithm where the
cumulative distribution F̂j is estimated using the exact counts, i.e., the denominator ĥ1 + · · ·+ ĥb is
replaced by the true sum h1 + · · ·+ hb = n (option 2 in Algorithm 1).
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Algorithm 1 Quantile Computation with Distributed Differential Privacy: Flat Histograms

Input: Ring size M , n clients each with ℓi ∈ [0, B], target quantile p ∈ (0, 1), discretization
l0, l1, · · · , lb of [0, B], variance proxy σ2, scaling factor c ∈ Z+

1: Each client i computes local histogram xi =
(
I(lj−1 ≤ ℓi < lj)

)b
j=1

2: Each client i samples ξi ∼ NZ(0, σ
2Ib) and sets x̃i = (cxi + ξi) mod M

3: Compute s = (
∑n

i=1 x̃i) mod M securely and set histogram ĥ = s/c

4: Estimate the cumulative function with F̂ ∈ Rb as
• Option 1 (estimated count): F̂j = (ĥ1 + · · ·+ ĥj)/n̂ where n̂ = ĥ1 + · · ·+ ĥb

• Option 2 (exact count): F̂j = (ĥ1 + · · ·+ ĥj)/n

5: return Quantile estimate lj∗p(ĥ) corresponding to index j∗p(ĥ); cf. Eq. (1)

Quantiles from Hierarchical Histograms. A hierarchical histogram H maintains the number of
clients not only in every single bin but also in groups of bins organized as a binary tree. Concretely,
H(r, j) maintains the number of clients whose losses lie between the bin edges l2r(j−1)+1 and l2rj
for index j = 1, · · · , b/2r and level r = 0, · · · , log2 b − 1.1 The lower levels r = 0 and r = 1
correspond respectively to individual bins and pairs of bins, while the topmost level r = log2 b− 1
refers to two groups: the first b/2 bins and the last b/2 bins. We skip the topmost level in the tree
because the count at this node is the publicly known number n of clients.

Each client i first computes its local hierarchical histogram Xi as

Xi(r, j) = I
(
l2r(j−1)+1 ≤ ℓi < l2rj

)
,

such that the overall hierarchical histogram can be obtained as H =
∑n

i=1Xi. As previously,
each client adds discrete Gaussian noise ξi ∼ NZ(0, σ

2I) with scale parameter σ2. These noisy
hierarchical histograms are summed up using a secure summation oracle so that the server receives
an approximate hierarchical histogram Ĥ which approximates the true H =

∑n
i=1X

′
i .

The benefit of hierarchical histograms for cumulative distribution estimation comes from utilizing
counts at nodes higher up in the tree. Using a maximal dyadic partition Pj of the range [1, j], we have
F (j) =

∑
(r,o)∈Pj

H(r, o) from summing up |Pj | ≤ log2 b terms. For instance, the dyadic partition
for j = 15 is [1, 15] = [1, 8] ∪ [9, 12] ∪ [13, 14] ∪ [15], where the counts of each range on the right
side can be obtained from an intermediate node in the hierarchical histogram H .

Similarly, we estimate the cumulative distribution from the approximate hierarchical histogram Ĥ

as F̂j =
∑

(r,o)∈Pj
Ĥ(r, o) where Pj is a maximal dyadic partition of [1, j]. Similar to the previous

approach, we estimate the quantile with (1). The full algorithm is given in Algorithm 2.

3 Utility and Privacy Analysis

We now analyze the privacy and utility of Algorithm 1. First, recall the definition of zero-concentrated
differential privacy [4]: a randomized algorithm A satisfies (1/2)ε2-concentrated differential privacy
if the Rényi α-divergence Dα(A(x)∥A(x′)) ≤ αε2/2 for all α ∈ (0,∞) and all sequences x,x′ of
inputs which differ by the addition or removal of the data of one client. Intuitively, the addition or
removal of one client should not change the output distribution of the randomized algorithm by much,
as measured by the Rényi divergence. A smaller value of ε implies a stronger privacy guarantee.

Error Criterion. The bin edge lj corresponding to index j ∈ [b] approximates the p-quantile well if
the cumulative mass Fj ≈ p. We measure this error of approximation by the difference between the
two sides. Formally, we define the error Rp(F, j) of approximating the p-quantile of the cumulative
function F of a (hierarchical) histogram with index j ∈ [b] by

Rp(F, j) = |Fj − p| . (2)

1We assume for simplicity that b is a power of 2 so that log2 b is an integer.
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Algorithm 2 Quantile Computation with Distributed Differential Privacy: Hierarchical Histograms

Input: Ring size M , n clients each with ℓi ∈ [0, B], target quantile p ∈ (0, 1), discretization
l0, l1, · · · , lb of [0, B], variance proxy σ2, scaling factor c ∈ Z+

1: Each client i computes a hierarchical histogram Xi(r, j) = I
(
l2r(j−1)+1 ≤ ℓi < l2rj

)
for j =

1, · · · , b/2r and r = 0, · · · , log2 b− 1

2: Each client i samples ξi(r, j) ∼ NZ(0, σ
2) i.i.d. and sets X̃i(r, j) =

(
cXi(r, j) + ξi(r, j)

)
mod M for each r, j

3: Compute S = (
∑n

i=1 X̃i) mod M securely and set Ĥ = S/c

4: Define the cumulative distribution F̂ ∈ Rb as F̂ (j) = (1/n)
∑

(r,o)∈Pj
Ĥ(r, o) using a maximal

dyadic partition Pj of [1, j]
5: return Quantile estimate lj∗p(F̂ ) corresponding to index j∗p(F̂ ); cf. Eq. (1)

We define the best achievable error a R∗
p(F ) = minj∈[b]Rp(F, j). Note that the best index j∗p(F )

for estimating the p-quantile of the cumulative function F as defined in (1) satisfies j∗p(F ) =

argminj∈[b]Rp(F, j). Lastly, we define the quantile error ∆p(F, F̂ ) of estimating the p-quantile of
the cumulative function F from that of F̂ as

∆p(F̂ , F ) = Rp

(
F, j∗p(F̂ )

)
. (3)

Essentially, if the index j∗p(F̂ ) computed from the estimate F̂ corresponds to the p′-quantile of F ,
the quantile error satisfies ∆p(F̂ , F ) = |p− p′|.

Privacy and Utility Analysis. We now analyze the differential privacy bound of the flat histogram
approach of Algorithm 1 as well as the error in the quantile computation.
Theorem 1 (Flat histogram). Fix a δ > 0. Suppose that σ ≥ 1/2 and c > 0 are given. We have that
Algorithm 1 satisfies (1/2)ε2-concentrated DP with

ε = min

{√
c2

nσ2
+
ψb

2
,

c√
nσ

+ ψ
√
b

}
,

where ψ = 10
∑n−1

i=1 exp
(
− 2π2σ2i/(i+ 1)

)
≤ 10(n− 1) exp(−2π2σ2). Further, if the modular

base satisfies M ≥ 2+ 2cn+2n
√
2σ2 log(8nb/δ), then we have with probability at least 1− δ that

the quantile error of cumulative function F̂ returned by Algorithm 1 (option 2) is at most

∆p(F̂ , F ) ≤ R∗
p(F̂ ) +

√
2σ2b

c2n
log

4

δ
,

where R∗
p(F̂ ) is the error in the estimation of p-quantile of histogram F̂ .

Let us interpret the result. The effective noise scale is σ/c. Since the dominant term of the privacy error
is ε ≈ c/(σ

√
n), we choose σ/c ≈ (ε

√
n)−1, so that the algorithm satisfies (1/2)ε2-concentrated

DP. The role of c is to avoid degeneracy of the discrete Gaussian as σ → 0. In particular, the theorem
requires σ ≥ 1/2. Ignoring constants and log factors, the error is

∆p(F̂ , F ) ≲ R∗
p(F̂ ) +

√
b

εn
.

While the quantile error increases with the number b of bins, the discretization error from reducing
the scalars to a histogram typically reduces with b. For instance, for a uniform discretization of [0, B],
the p-quantile of the histogram

∑n
i=1 xi is at most B/b away from the true p-quantile of the scalars

ℓ1, · · · , ℓn. Finally, if we take σ = O(1) and c = O(ε
√
n), the conditions of the theorem require

M ≳ n3/2. We give a similar bound for Algorithm 1 with estimated n (option 1) in Appendix A.
Theorem 2 (Hierarchical Histogram). Fix a δ > 0. Suppose that σ ≥ 1/2 and c > 0 are given. We
have that Algorithm 2 satisfies (1/2)ε2-concentrated DP with (ψ is given in Theorem 1)

ε = min


√
c2 log22 b

nσ2
+ ψb,

c log2 b√
nσ

+ ψ
√
2b

 .
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Figure 2: Distributed quantile estimation with Algorithms 1 and 2. Here, n is the number of clients, b is the
number of bins, and bit width refers to log2 M where M is the ring size. The scalar in each client is drawn
from either Unif([0, B]) or χ2(4) distribution clipped to [0, B], where B = 10 in both cases. We plot the worst
quantile error (3) in computing the p-quantile for p ∈ {0.1, 0.2, · · · , 0.9}, versus ε for (ε, 10−5)-DP. We plot
the mean values across 10 runs, while the error bars denote the standard deviation.

Further, if the modular arithmetic is performed on base M ≥ 2+ 2cn+2n
√

2σ2 log(16nb/δ), then
we have with probability at least 1− δ that the quantile error of cumulative function F̂ returned by
Algorithm 2 is at most

∆p(F̂ , F ) ≤ R∗
p(F̂ ) +

√
4σ2

c2n
log2 b log

4b

δ
.

Comparing the Two Approaches. Asymptotically, the flat histogram approach has an error of√
b/εn, while the hierarchical one has an error of poly log b/εn, showing the asymptotic optimality

(up to log factors) of the latter. However, the behavior is more nuanced for intermediate values of b
and n. In particular, disregarding the error term ψ in the privacy cost, we have that the flat approach
is better for √

2b log(4/δ)

εn
≤

√
4 log32(b) log(4b/δ)

εn
.

With a failure probability of δ = 0.05, this corresponds (approximately) to b ≤ 2000. Under
the Freedman–Diaconis rule [12] where one chooses the number of bins as b = O(n2/3), the flat
histogram is better for n approximately below 2.5 × 106. In federated learning scenarios where
quantile statistics are computed along with learning (e.g. [1, 18]), n is the number of clients per round
and is of the order of 102 to 104 in typical cross-device settings [17]. Our analysis suggests that we
should prefer the flat histogram approach in this case although it is asymptotically suboptimal.

4 Numerical Experiments: Quantile Estimation

We test the privacy and utility of Algorithms 1 and 2 in synthetic examples. We consider n ∈
{128, 512} clients, each with a scalar that is distributed as Unif([0, B]) or χ2(4) distributions. We
clip all scalars to [0, B] with B = 10. For all experiments, we consider the uniform quantization of
[0, B] into b bins, where b ∈ {32, 64}. We fix the ring size at M = 218, which is large enough to
prevent any modular wraparound as required by the theorems.

Both Algorithms 1 and 2 require two further parameters: the variance-proxy σ2 and the granularity
parameter c, which together determine the privacy leakage. As per the discussion following Theo-
rem 1, we take σ2 = 2 and vary c. We plot the utility of each algorithm, as measured by the quantile
error (3) versus the privacy parameter ε required for (ε, 10−5)-differential privacy.

Results. Figure 2 shows the numerical results. First, we note that all three approaches have small
quantile errors. For the left plot, the flat histogram with estimated n (Algorithm 1, option 1) has a
quantile error of 0.03 at ε = 1; this means we might find the 47th or 53rd percentile instead of the
median. This error quickly falls below 0.01 at ε = 5.
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Figure 3: ∆-FL vs. FedAvg with (ε, 1/n)-DP on a synthetic classification task in R20 with 10 classes and
n = 2500 clients and a tail parameter p = 0.75. The error bars denote the standard deviation across 5 runs.

Second, we note that the flat histogram approaches tend to outperform the hierarchical approach
at small ε despite their asymptotic suboptimality. For instance, the flat histogram with estimated n
(error = 0.03) vastly outperforms the hierarchical approach (error = 0.09) at ε = 1 in the left plot.
These values are 0.10 and 0.26 respectively for the right plot; the latter might be too inexact to even
be useful depending on the application. At ε ≥ 10, all the methods are within one standard deviation
of each other. Overall, these results corroborate the theoretical analysis of Section 3.

5 Application to Distributionally Robust Federated Learning

We develop an end-to-end differentially private version of ∆-FL [18], a distributionally robust
approach to federated learning. It minimizes the tail mean of the per-client losses, known formally as
the superquantile [23], which is defined for a continuous random variable Z as Sp(Z) = E[Z|Z >
Qp(Z)], where Qp(Z) is its p-quantile. In each round of their algorithm consists of two steps:

(a) Quantile estimation: Compute the p-quantile of the per-client losses, and,
(b) Tail Aggregation: Aggregate local updates from clients whose loss is larger than the quantile.

We propose an end-to-end differentially private version of this algorithm, called DP-∆-FL. We
estimate the quantile of the losses clipped to a tuned bound B using Algorithm 1 or 2. We clip the
weight updates to a norm bound C, and add Gaussian noise, similar to DP-FedAvg [20]. The total
privacy loss is calculated by composing the privacy loss across both the quantile and weight updates,
and the number of rounds together with amplification by subsampling using the bounds of [27].

We calculate the noise scales σq of the quantile and σw of the weight update so that the overall
algorithm satisfies (ε, 1/n)-differential privacy and tune the loss boundB, norm boundC, the number
of bins b and the ratio of the privacy budget to assign to the quantile estimation.

We experiment with a synthetic dataset contains k = 10 classes in d = 20 dimensions, and n = 2500
training clients, each with 100 examples. We consider robustness to a label shift, while the class-
conditional distribution is fixed. The marginal across classes is a Dirichlet distribution with parameter
0.5 for the training clients and 0.01 for the test clients. For further details, we refer to Appendix B.

Results. We compare the distributional robustness in terms of the 90th percentile of the per-client
errors in Figure 3; we also show the mean test error. First, we see that both the flat or hierarchical
histograms lead to similar performance for DP-∆-FL (equal up to one std.).

We also observe that DP-∆-FL has a much smaller tail error than DP-FedAvg at each ε; the gap is
4.3 pp at ε = 5. Its performance does not degrade much with privacy and is within 1pp of ∆-FL
without DP at ε = 5. Importantly, the 90th percentile error of DP-∆-FL is better than FedAvg without
DP. In terms of the mean error, DP-∆-FL is within 0.2-0.4 pp to DP-FedAvg, comparable to the gap
between the non-private versions (0.24 pp).

We conclude from the experiments that (a) DP-∆-FL has a privacy-utility tradeoff similar to DP-
FedAvg compared to their respective non-private versions, and (b) the distributional robustness of
∆-FL is also enjoyed by its private variant.
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Ayfer Özgür, Rasmus Pagh, Hang Qi, Daniel Ramage, Ramesh Raskar, Mariana Raykova, Dawn
Song, Weikang Song, Sebastian U. Stich, Ziteng Sun, Ananda Theertha Suresh, Florian Tramèr,
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A Additional Results and Proof Details

In this section, we give some additional results and present the proofs of the privacy-utility bounds.

For ease of handling negative integers, we perform modular arithmetic throughout over the ring
{−M/2 + 1, · · · ,−1, 0, 1, 2, · · · ,M/2} rather than {0, 1, · · · ,M − 1}.

Flat Histogram with Estimated Counts. We first give the analogue of Theorem 1 for the option of
estimating the counts.
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Theorem 3. Consider the setting of Theorem 1. If the modular base satisfies M ≥ 2 + 2cn +
2n
√
2σ2 log(8nb/δ), then we have with probability at least 1−δ that the quantile error of cumulative

function F̂ returned by Algorithm 1 (option 1, estimated count) is at most

∆p(F̂ , F ) ≤ R∗
p(F̂ )

(
1 +

√
2σ2b

c2n
log

4

δ

)
+ (1 + p)

√
2σ2b

c2n
log

4

δ
,

where R∗
p(F̂ ) is the error in the estimation of p-quantile of histogram F̂ .

Compared to Theorem 1, this only has an additional factor on the irreducible error term R∗
p(F̂ ).

A.1 Privacy-Utility with Flat Histograms

We now prove Theorem 1 and Theorem 3.

Proof of Theorem 1 and Theorem 3. We start by defining and controlling the probabilities of some
events. Throughout, let δ > 0 be fixed. Define the event

Emod =
n⋂

i=1

b⋂
j=1

{
−M − 2

2n
≤ cxi,j + ξi,j ≤

M − 2

2n

}
. (4)

Note that under Emod, no modular wraparound occurs in the algorithm, i.e., x̃i = cxi + ξi and

ĥ =

n∑
i=1

x̃k
c

=

n∑
i=1

(
xk +

ξk
c

)
.

We will show later that Emod holds with high probability; for now, we assume that it holds.

Privacy Analysis. We start by establishing the sensitivity of the sum query over xk’s as 1. Define
the input space X to be the canonical basis vectors in Rb, i.e., the set of all vectors in {0, 1}b with
only one 1, and let X ∗ = ∪∞

r=1X r denote the set of all sequences of elements of X . We consider
the rescaled sum query A((x1, · · · , xN )) =

∑n
i=1 cxi. The L2 sensitivity S(A) of this query A is

supremum over all X ∈ X ∗ and X ′ which is obtained by concatenating x′ to X:

S(A) = sup
X,X′

∥A(X)−A(X ′)∥2 = sup
x′∈X

c ∥x′∥2 = c .

We invoke the privacy bound of sums of discrete Gaussians (see e.g. [16]) to claim that an algorithm A
returning A(x) +

∑n
i=1 ξk satisfies (1/2)ε2-concentrated DP where ε is as in the theorem statement.

The fact that the quantile and all further functions of it remains private follows from the post-
processing property of DP (also known as the data-processing inequality).

Utility Analysis with Option 1 (estimated count, Theorem 3). Define n̂ =
∑b

j=1 ĥj , as the noisy

analogue to n =
∑b

j=1 hj . We bound the quantile error as

∆p

(
F̂ , F

)
= Rp

(
F, j∗p(F̂ )

)
=

∣∣∣∣∣∣ 1n
j∗p(F̂ )∑
j=1

hj − p

∣∣∣∣∣∣
≤ 1

n

∣∣∣∣∣∣
j∗p(F̂ )∑
j=1

hj − ĥj

∣∣∣∣∣∣+ 1

n

∣∣∣∣∣∣
j∗p(F̂ )∑
j=1

ĥj − n̂p

∣∣∣∣∣∣+ p

n
|n̂− n|

≤ max
j′∈[b]

1

cn

∣∣∣∣∣∣
j′∑

j=1

n∑
i=1

ξi,j

∣∣∣∣∣∣+
(
1 +

|n̂− n|
n

)
R∗

p(F̂ ) +
p

n
|n̂− n| .

Let us define an event Esum under which the first term and last terms are bounded:

Esum =

max
j∈[b]

∣∣∣ j∑
j′=1

n∑
i=1

ξi,j′
∣∣∣ ≤√2σ2nb log(4/δ)

 . (5)
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Under Esum, we also have

|n− n̂| = 1

c

∣∣∣∣∣∣
b∑

j=1

n∑
i=1

ξi,j

∣∣∣∣∣∣ ≤
√

2σ2nb

c2
log

4

δ
.

Plugging this back into ∆p(ĥ, h) gives us the desired bound, provided Esum holds.

Utility Analysis with Option 2 (exact count, Theorem 1). Similar to the previous case, we have

∆p

(
F̂ , F

)
= Rp

(
F, j∗p(F̂ )

)
=

∣∣∣∣∣∣ 1n
j∗p(F̂ )∑
j=1

hj − p

∣∣∣∣∣∣
≤ 1

n

∣∣∣∣∣∣
j∗p(F̂ )∑
j=1

hj − ĥj

∣∣∣∣∣∣+
∣∣∣∣∣∣ 1n

j∗p(F̂ )∑
j=1

ĥj − p

∣∣∣∣∣∣
≤ max

j′∈[b]

1

cn

∣∣∣∣∣∣
j′∑

j=1

n∑
i=1

ξi,j

∣∣∣∣∣∣+R∗
p(F̂ ) .

Under Esum, the desired bound holds.

Bounding the Failure Probability. The algorithm fails when at least one of Emod or Esum fail to
hold. We have from Claim 4 that P(Emod) ≥ 1− δ/4 under the given assumptions. From, Claim 5,
we have P(Esum|Emod) ≥ 1− δ/2. We bound the total failure probability of the algorithm with a
union bound as

P(Ēsum ∪ Ēmod) ≤ P(Ēsum|Emod)P(Emod) + P(Ēsum|Ēmod)P(Ēmod) + P(Ēmod)

≤ P(Ēsum|Emod) + 2P(Ēmod) ≤ δ .

We state and prove bounds on probabilities of the events Emod, Esum defined above.

Claim 4. If M ≥ 2 + 2cn+ 2n
√
2σ2 log(8nb/δ), then P(Emod) ≥ 1− δ/4.

Proof. Each discrete Gaussian random variable ξi,j is centered and sub-Gaussian with variance proxy
σ2. A Cramér-Chernoff bound (see e.g. Lemma 10) gives us the exponential tail bound

P
(
|ξi,j | >

√
2σ2 log(8nb/δ)

)
≤ δ

4nb
.

Using a union bound for i ∈ [n], j ∈ [b] and xi,j ∈ {0, 1} completes the proof.

Claim 5. We have that P(Esum|Emod) ≥ 1− δ/2.

Proof. Under Emod, no modular wraparound occurs, so we can ignore the modulo operations. Each
discrete Gaussian random variable ξi,j is centered and sub-Gaussian with variance proxy σ2, i.e.,
E[ξi,j ] = 0 and E[exp(λξi,j)] ≤ exp(λ2σ2/2) for all λ ∈ R. Therefore, ζj :=

∑n
i=1 ξi,j is centered

and sub-Gaussian with variance proxy nσ2, since E[ζj ] = 0, and

E[exp(λζj)] =
n∏

i=1

E[exp(λξi,j)] ≤ exp(λ2σ2n/2)

by independence. We get a bound on the partial sums from the maximal inequality (see e.g.
Lemma 11); this involves constructing a martingale (

∑j
j′=1 ζj′)

b
j=1 and applying the maximal

inequality. The bound we get is

P

max
j∈[b]

∣∣∣ j∑
j′=1

ζj′
∣∣∣ > t

 ≤ exp

(
− t2

2σ2nb

)
.

Plugging in t =
√

2σ2nb log(2/δ) completes the proof.
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A.2 Privacy-Utility with Hierarchical Histograms

We now prove Theorem 2.

Proof of Theorem 2. We start by defining and controlling the probabilities of some events. Through-
out, let δ > 0 be fixed. Define the event

Emod =

n⋂
i=1

log2 b−1⋂
r=0

b/2r⋂
j=1

{
−M − 2

2n
≤ cXi(r, j) + ξi(r, j) ≤

M − 2

2n

}
. (6)

Note that under Emod, no modular wraparound occurs in the algorithm. Thus, for all valid levels r
and indices j, we have X̃i(r, j) = cXi(r, j) + ξi(r, j) and

Ĥ(r, j) =

n∑
i=1

X̃i(r, j)

c
=

n∑
i=1

(
Xi(r, j) +

ξi(r, j)

c

)
.

Next, we define the event

Ediff =

b⋂
j=1

{∣∣∣Fj − F̂j

∣∣∣ ≤√2σ2n log2(b) log(4b/δ)
}
. (7)

We will show later that Emod and Ediff holds with high probability; for now, we assume that they
hold.

Privacy Analysis. The privacy analysis follows similar to Theorem 1, with the difference that
each hierarchical histogram has a total 2b entries (as opposed to b for the flat histogram) and an ℓ2
sensitivity of log2 b (as opposed to 1 for the flat histogram), since it contains one non-zero entry for
each level of the tree.

Utility Analysis. We denote Fj as F (j) for ease of reading. Using the triangle inequality, we get,

∆p(F̂ , F ) =
∣∣∣F (j∗p(F̂ ))− p

∣∣∣
≤ 1

n

∣∣∣F (j∗p(F̂ ))− F̂
(
j∗p(F̂ )

)∣∣∣+ ∣∣∣∣ 1nĤ(j∗p(F̂ ))− p

∣∣∣∣
≤ max

j∈[b]

{
1

n

∣∣∣F (j)− F̂ (j)
∣∣∣}+R∗

p(F̂ ) .

The first term is bounded under Ediff and this gives the utility bound.

Bounding the Failure Probability. Follows similar to Theorem 1 by using Claim 6 and Claim 7
instead of Claim 4 and Claim 5 respectively.

We state and prove bounds on probabilities of the events Emod, Ediff defined above.

Claim 6. If M ≥ 2 + 2cn+ 2n
√
2σ2 log(16nb/δ), then P(Emod) ≥ 1− δ/4.

Proof. Each discrete Gaussian random variable ξi(r, j) is centered and sub-Gaussian with variance
proxy σ2 (cf. Property 8). A Cramér-Chernoff bound (cf. Lemma 10) gives us the exponential tail
bound

P
(
|ξi(r, j)| >

√
2σ2 log(16nb/δ)

)
≤ δ

8nb
.

Applying the union bound over i = 1, · · · , n and the 2b− 2 nodes in each hierarchical histogram xi
(each node corresponding to one (r, j) pair) completes the proof.

Claim 7. We have P(Ediff |Emod) ≥ 1− δ/2.
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Proof. UnderEmod, we have that Ĥ(j) = H(j)+
∑n

i=1

∑
(r,o)∈Pj

ξi(r, o), where Pj is the maximal

dyadic partition of [1, j] with |Pj | ≤ log2 b. Thus, ζj := Ĥ(j)−H(j) is sub-Gaussian with variance
proxy n|Pj |σ2 ≤ nσ2 log2 b. A Cramér-Chernoff bound (cf. Lemma 10) gives us

P
(
|ζj | >

√
2σ2n log2(b) log(4b/δ)

)
≤ δ

2b
.

Applying a union bound over j = 1, · · · , b completes the proof.

A.3 Useful Results

We state the sub-Gaussian property of the discrete Gaussians.
Property 8. Let ξ be distributed according to NZ(µ, σ

2). Then, E[ξ] = µ. Furthermore, if µ = 0,
then ξ is sub-Gaussian with variance proxy σ2, i.e., E[exp(λξ)] ≤ exp(λ2σ2/2) for all λ > 0.

The distributed discrete Gaussian mechanism gets privacy guarantees by adding a sum of discrete
Gaussian random variables. We give a bound on its privacy. The following lemma is due to [16].
Lemma 9 (Privacy of Sum of Discrete Gaussians). Fix σ ≥ 1/2. Let A : X →d be a deterministic
algorithm with ℓ2-sensitivity S for some input space X . Define a randomized algorithm A, which
when given an input x ∈ X , samples ξ1, · · · , ξn ∼ NZ(0, σ

2Id) and returns A(x) +
∑n

i=1 ξi. Then,
A satisfies ε2/2-concentrated DP with

ε = min

{√
S2

nσ2
+
ψd

2
,
S√
nσ

+ ψ
√
d

}
,

where ψ = 10
∑n−1

i=1 exp
(
− 2π2σ2i/(k + 1)

)
≤ 10(n− 1) exp(−2π2σ2).

Next, we record standard concentration results (see e.g. [3]).
Lemma 10 (Cramér-Chernoff). Let ξ be a real-valued and centered sub-Gaussian random variable
with variance proxy σ2, i.e., E[ξ] = 0 and E[exp(λξ)] ≤ exp(λ2σ2/2) for all λ > 0. Then, we have
for any t > 0,

P(|ξ| > t) ≤ 2 exp

(
− t2

2σ2

)
.

Lemma 11 (Maximal Inequality). Let ξ1, ξ2, · · · be i.i.d. centered sub-Gaussian random variables
with variance proxy σ2, i.e., E[ξj ] = 0 and E[exp(λξj)] ≤ exp(λ2σ2/2) for all λ ∈ R and
j = 1, 2, · · · . Then, it holds for any t > 0 and integer n ≥ 1 that

P

max
i∈[n]

∣∣∣ k∑
j=1

ξj

∣∣∣ > t

 ≤ 2 exp

(
− t2

2σ2n

)
.

B DP-∆-FL: Background and Details

We describe the proposed DP-∆-FL approach, a variant of ∆-FL [18] under end-to-end differential
privacy.

B.1 ∆-FL Review

We review the ∆-FL objective and the corresponding optimization algorithm [18].

Suppose we have n clients, where the objective on client i, denoted fi : Rd → R, is the expected loss
on client i under its data distribution qi for i = 1, · · · , n.

The ∆-FL objective minimizes the tail mean of the per-client losses, which can be formalized using a
notion called superquantile [22]. The p-superquantile of a continuous random variable Z is defined
as Sp(Z) = E[Z |Z > Qp(Z)], where Qp(Z) is the p-quantile of Z. More generally, the following
definition is applicable to both discrete and continuous random variables:

Sp(Z) = min
η∈R

{
η +

1

1− p
E [max{0, Z − η}]

}
.
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Algorithm 3 The ∆-FL Algorithm [18]

Input: Initial iterate w(0), number of communication rounds T , number of clients per round m,
number of local updates τ , local step size γ

1: for t = 0, 1, · · · , T − 1 do
2: Sample m clients from [n] without replacement in S
3: Find the p-quantile of

(
fi(w

(t)))i∈S ; call this Q(t)

4: for each selected client i ∈ S in parallel do
5: Set π̃(t)

i = I
(
fi(w

(t)) ≥ Q(t)
)

6: Initialize w(t)
k,0 = w(t)

7: for k = 0, · · · , τ − 1 do
8: w

(t)
i,k+1 = (1− γλ)w

(t)
i,k − γ∇fi(w(t)

i,k)
9: end for

10: end for
11: w(t+1) =

∑
i∈S π̃

(t)
i w

(t)
i,τ/

∑
i∈S π̃

(t)
i

12: end for
13: return wT

In this expression, the quantile Qp(Z) is obtained as the left end-point of the argmin set over η.

The ∆-FL objective is to minimize the superquantile of the per-client losses:

gp(w) := Sp
(
f1(w), · · · , fn(w)

)
, (8)

where w ∈ Rd denotes the model parameters.

Algorithm. The algorithm to optimize the ∆-FL objective proposed by [18] can be interpreted more
transparently as below. We take this alternate interpretation as opposed to the one used in [18] as it
directly allows us to derive a version with end-to-end differential privacy.

The superquantile is a nonsmooth function, and so is the ∆-FL objective gp. However, leveraging
duality, the following subdifferential expression can be derived.
Proposition 12. Suppose the per-client objective fi is L-smooth for each i, and let the parameter
p be such that np is an integer. For all w such that fi(w) ̸= fj(w) for i ̸= j, a subgradient of the
objective (8) is given by

∂gp(w) ∋
n∑

i=1

π⋆
i fi(w) , where π∗

i =
I(fi(w) ≥ Qp)∑n
j=1 I(fj(w) ≥ Qp)

,

and Qp = Qp(f1(w), · · · , fn(w)) is the p-quantile of the losses and ∂gp refers to the regular
subdifferential of gp.

Proof. Without loss of generality, we assume that f1(w) < · · · < fn(w). Due to the dual expression
for the supqerquantile [11], we have the equivalent expression

gp(w) = max

{
n∑

i=1

πifi(w) : 0 ≤ πi ≤
1

n(1− p)
,

n∑
i=1

πi = 1

}
. (9)

By Danskin’s theorem, we have that

∂gp(w) ∋
n∑

i=1

π⋆
i ∇fi(w) , (10)

where π⋆ attains the argmax in the expression above. Next, we invoke the a closed form expression of
the superquantile for discrete random variables [23, Proposition 8] (this is analogous to the expression
Sp(Z) = E[Z |Z > Qp(Z)] for continuous random variables Z) to get

gp(w) =
1

(1− p)n

n∑
i=i⋆+1

fi(w) +

(
1− ⌊(1− p)n⌋

(1− p)n

)
fi⋆(w) ,
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where i⋆ = ⌈(1− p)n⌉. Comparing with (9), this gives a closed-form expression for π⋆, which is
unique because Fi⋆−1(w) < Fi⋆(w) < Fi⋆+1(w). By the definition of the quantile, also observe that
Qp = fi⋆(w). Plugging in this closed form expression of π⋆ into (10) completes the proof.

Using this expression, the algorithm of [18] interleaves federated averaging steps with quantile
estimation. Specifically, the local updates w+

i from the subsample of m selected clients i ∈ S are
aggregated to update the global model with the following two steps:

• compute Qp = Qp(fi(w) : i ∈ S),
• aggregate the updates from the tail clients where fi(w) ≥ Qp to find the new global model w+ as

w+ =
1

|Sp|
∑
i∈Sp

w+
i , where Sp = {i : fi(w) ≥ Qp} .

Similar to FedAvg, this aggregation rule enjoys a simplification in the case of a single local update
per-client with a learning rate γ. Specifically, under the assumption of full client participation
(i.e., m = n), if the local update w − w+

i = γ∇fi(w) is a single gradient step, the aggregated
update is simply a subgradient step w − w+ = γ∇gp(w) where we denote the subgradient as
∇gp(w) ∈ ∂gp(w).

The overall algorithm is summarized in Algorithm 3.

B.2 End-to-End Differential Privacy with DP-∆-FL

To obtain an end-to-end differentially private version of ∆-FL, we make two modifications to
Algorithm 3. First, we estimate the quantile with distributed differential privacy, using either
Algorithm 1 or Algorithm 2. Second, we modify the weight aggregation step (line 11) by clipping the
weight updates and add Gaussian noise to obtain differential privacy via the Gaussian mechanism.
The overall algorithm is given in Algorithm 4.

Privacy Accounting. We now discuss the privacy spent in each communication round. For simplicity,
we assume the number m(t) =

∑
i∈S I(fi(w(t)) ≥ Q(t)) of selected clients is publicly known.

Claim 13. Consider the setting of Algorithm 4 with noise scale σw, norm bound C and Algorithm 2
with b bins and noise scale σ = σq. Each round of Algorithm 4 satisfies (1/2)ε2-concentrated DP
where

1

2
ε2 =

1

2
ε2q +

σ2
w

2C2
,

where εq is obtained from Theorem 1 or 2 for Algorithm 1 or 2 respectively.

Proof. The (1/2)ε2q-concentrated DP of the quantile computation comes from Theorem 1 or 2. Since

the contribution δ(t)i of each client has ℓ2 norm
∥∥∥δ(t)i

∥∥∥ ≤ C and we add Gaussian noise N (0, σ2
wId),

the weight update step satisfies σ2
w/(2C

2)-concentrated DP. The proof is completed by noting that
concentrated differential privacy composes additively.

To obtain a bound on the concentrated DP of the entire algorithm, we rely on generic upper bounds
of [27] for privacy amplification by subsampling.

B.3 Experimental Setup

We consider a synthetic classification dataset and train a linear model on it.

Dataset Description. We create a 10-class classification dataset in d = 20 dimensions, inspired by
[14]. The input x for each class k is drawn from a Gaussian of mean µi and identity covariance in
R15. The means µi’s are the corners of a random polytope in R15. We add 2 features that are linear
combinations of the 15 informative ones and 3 features that are pure noise. Overall, the dataset can
be generated using the make classification function of scikit-learn [21] as
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Algorithm 4 DP-∆-FL: ∆-FL with End-to-End Differential Privacy

Input: Initial iterate w(0), number of communication rounds T , number of clients per round m,
number of local updates τ , local step size γ, ℓ2 norm bound C for weight updates, noise variance
σ2
w

1: for t = 0, 1, · · · , T − 1 do
2: Sample m clients from [n] without replacement in S
3: Estimate the p-quantile of fi(w(t)) for i ∈ S with distributed differential privacy (Algorithm 1

or 2); call this Q(t)

4: Set m(t) =
∑

i∈S I
(
fi(w

(t)) ≥ Q(t)
)

5: for each selected client i ∈ S in parallel do
6: Initialize w(t)

k,0 = w(t)

7: for k = 0, · · · , τ − 1 do
8: w

(t)
i,k+1 = (1− γλ)w

(t)
i,k − γ∇fi(w(t)

i,k)
9: end for

10: Define the norm-clipped update contributed by the client

δ
(t)
i =


C (w

(t)
i,τ−w(t))

max
{
C,

∥∥∥w(t)
i,τ−w(t)

∥∥∥
2

} , if fi(w(t)) ≥ Q(t)

0d, else

11: end for
12: Sample Gaussian noise ξ(t) ∼ N (0, σ2

wId) and update

w(t+1) = w(t) +
1

m(t)

∑
i∈S

δ
(t)
i + ξ(t)

13: end for
14: return wT

x , y = m a k e c l a s s i f i c a t i o n (
n s a m p l e s = i n t (5 e5 ) , n f e a t u r e s =20 ,
n i n f o r m a t i v e =15 , n r e d u n d a n t =2 , n r e p e a t e d =0 ,
n c l a s s e s =10 , n c l u s t e r s p e r c l a s s =1 ,
c l a s s s e p = 5 . 0 , hype rcube = F a l s e , r a n d o m s t a t e =2345

)

We now split this dataset into a federated dataset with n = 2500 training clients and n′ = 500
validation and n′′ = 500 test clients. The data distribution qi(x, y) = qi(y)qi(x|y) across the clients
is designed to exhibit a label shift, i.e., the distribution qi(y) over labels for each client is different
while the class-conditional distribution qi(x|y = k) = N (µk, Id) is the same across clients. The
class distribution qi(y) on each training client i is drawn from a Dirichlet distribution Dir(0.5), while
that for a validation or test client is drawn from Dir(0.01). We sample 100 input-output pairs for each
training, validation, and test client.

Model and Per-Client Objective. We use a linear model (with intercept) on each client and the
multinomial logistic loss, also known as the cross entropy loss, to define the per-client objective.

Algorithms and Hyperparameters. We compare Algorithm 4 with DP-FedAvg [20], a version of
FedAvg with differential privacy.

Both algorithms used a single full gradient step per client with a fixed learning rate of 0.1. For each
algorithm, we sample 100 clients per round and run the training for a total of 1000 rounds. We vary
the privacy budget ε ∈ {3, 5, 10, 15, 20} and tune the following hyperparameters for each algorithm.

For DP-FedAvg, we tune the ℓ2 norm bound (analogous to C in Algorithm 4) and set the noise scale
σw depending on the target privacy budget ε and the norm bound C. For Algorithm 4, we allocate
r-times the privacy budget of the weight updates to the quantile updates. In addition, we also tune:

15



• the loss upper bound B, so that all losses are truncated to [0, B],
• the number of bins b in the hierarchical histogram,
• the ℓ2 norm bound C for the weight update.

We tune all 4 hyperparameters with a grid search and set the noise scale σw for the weight update,
and σq/c for the quantile update depending on the selected hyperparameters and the privacy budget ε.
The objective of the grid search was to minimize the 90th percentile of the misclassification errors
across all validation clients.

The ranges of the hyperparameters considered are quantile privacy ratio r ∈ {0.1, 0.25, 0.5, 0.75},
loss upper bound B ∈ {0.7, 0.9, 1.1, 1.3, 1.5},2, number of bins b ∈ {16, 32, 64}, and update norm
C ∈ {0.9, 1.1, 1.3, 1.5}.3

2The loss at convergence was around 0.7, while that at random guessing is log 10 ≈ 2.3.
3These correspond approximately to the 0.3, 0.5, 0.7, 0.9 quantiles of the update norms of FedAvg without

differential privacy, during the latter half of training.
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